Learning a language requires both statistical computations to identify words in speech and algebraic-like computations to discover higher level (grammatical) structure. Here we show that these computations can be influenced by subtle cues in the speech signal. After a short familiarization to a continuous speech stream, adult listeners are able to segment it using powerful statistics, but they fail to extract the structural regularities included in the stream even when the familiarization is greatly extended. With the introduction of subliminal segmentation cues, however, these regularities can be rapidly captured.

To learn an unknown language, listeners must segment connected speech into constituents and discover how words are organized. When adults try to cope with an unknown language or when infants learn their native language, they do so by listening to speech before they know either the words or the grammatical system of that language, and without receiving explicit instruction. To extract words as well as their organization from the speech stream, infants and adults must possess efficient computational procedures.

Several solutions have been proposed to account for speech segmentation (1, 2). In particular, some investigators (3–5) have shown that adults and 8-month-old infants confronted with unfamiliar concatenated artificial speech tend to infer word boundaries at loci where the transitional probability between two adjacent syllables drops. That is, word boundaries are inferred between two syllables that rarely appear in sequence and not between two syllables that always appear together (6). Saffran et al. (5) demonstrated that participants exposed for several minutes to continuous speech judge trisyllables delimited by dips in transitional probability as being more familiar than trisyllables enclosing a transitional probability dip. Other studies have helped establish the importance of statistics in parsing speech as well as nonspeech sequences: adults can take advantage of statistics to segment speech streams, sequences of tones (7), and sequences of visual stimuli (8–10), among other types of sequences.

As to the mechanisms responsible for the extraction of structural information, little is known. In one study (11), 7-month-old infants behaved as if they had inferred a rule after having been familiarized with a large number of trisyllabic items consistent with it. After familiarization, infants were presented with previously unheard items, and they behaved differently according to whether or not the items conformed to the rule. This result was observed using segmented strings of items composed of three separate consonant-vowel syllables (12). This suggests that infants tend to extract rule-like regularities, at least when they process a corpus of clearly delimited items. This study emphasizes the specific computational abilities that favor the discovery of the structural properties of a corpus. Conceivably, in the absence of such abilities, language would be impossible to acquire.

Assessing the scope and limits of statistical and structural computations for learning words and grammar in language remains an elusive problem. One reason is that the methodologies and stimuli used in the above-cited studies are sufficiently different that the relative importance of the two underlying mechanisms cannot be directly compared. The aim of our study is to explore, by means of easily comparable experimental situations, what such mechanisms accomplish and when precisely they operate in language processing. To this purpose, building on a suggestion by Newport and Aslin (13), we explore whether participants can segment a stream of speech by means of nonadjacent transition probabil-
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In experiment 1, we used essentially the same procedure described in Newport and Aslin (13) but tested speakers of French (14). We presented a 10-min-long stream of synthetic speech syllables composed of trisyllabic items mainly characterized by their nonadjacent transitional probabilities. We chose to call this the “AXC” language to denote that for every item, A predicts exactly C. We familiarized adults with a continuous stream of AXC “words.” An AXC item appears with three different X’s creating a family of words, for example [pukili], [pu'aki], [pu-foki]. Three such families were pseudo-randomly arranged into the stream (15); we used the same three X syllables for all three families. Hence, the transitional probabilities between any Ai and the adjacent Xi, or between any X and any adjacent Ci, is 0.33; the transitional probabilities between the last syllable of any item and the first syllable of the following one is 0.5 and the transitional probabilities between any Ai and its Ci is always 1. If French speakers can segment on the basis of nonadjacent syllable transitional probabilities, they will organize the stream into meaningless trisyllabic words. To evaluate this, after familiarization we presented participants (n = 14) with couples of words (AXC) and “part words” (CAX or an XCAi), asking them to judge, for each couple, which item seemed to them more like a word of the imaginary language they heard in the stream. The results, presented in Fig. 1A, show that words were selected significantly more often than part words (16). Thus, participants appear to take advantage of nonadjacent statistical dependencies between consonant-vowel syllables to automatically segment a continuous stream (17). This outcome shows that humans can perform more powerful statistical computations than previously reported.

Experiment 1, which showed that distant transitional probabilities are used to identify items in the stream, could also be interpreted as evidence for the learning of a structural regularity. That is, our AXC language also respects the generalization “If Ai occurs then Ci will follow after an intervening X.” When participants in experiment 1 select words over part words, do they only identify the words in the stream, or do they also identify the structural generalization? We addressed this question in experiment 2. We familiarized another group of adults (n = 14) with the same stream used in experiment 1. However, during the test phase, one of the items of each test pair had not appeared in the stream but was congruent with the generalization (we call it “rule word”), whereas the other was a part word as defined above. The rule words have an intervening syllable that appears in the stream but never between Ai and Ci; thus, rule words have a novel surface form. The part words are the same as the ones used in experiment 1 (18) and, although relatively infrequent, have a familiar surface form. The results of this experiment are presented in Fig. 1B. Participants failed to choose the rule words over the part words. This shows that they failed to discover the underlying regularity; had they done so, they would have selected rule words over part words. We can therefore conclude that a computational mechanism sufficiently powerful to support segmentation on the basis of nonadjacent transitional probabilities is insufficient to support the discovery of the underlying grammatical-like regularity embedded in a continuous speech stream (19).

In experiment 1, we showed that participants are able to compute nonadjacent transitional probabilities, whereas in experiment 2 we showed that they fail to exploit the outcome of the same computation to extract the underlying regularities. Why are statistical computations efficient for identifying components of a stream but not for achieving generalizations? We conjecture that this reflects the fact that the discovery of components of a stream and the discovery of structural regularities require different sorts of computations (20, 21), each requiring a specific input. When given a continuous speech stream, the listener must first “chunk” it into discrete word candidates. The role of statistical computations is precisely that of attaining this segmentation into components. In contrast, to discover grammatical-like regularities, the listener must be able to inspect memory traces of such discrete representations and project generalizations that encompass but go beyond the surface form of these items in memory. This process of projecting generalizations, we submit, may not be statistical in nature. This conjecture leads us to make the following prediction: it is the type of signal that is being processed rather than the amount of familiarization that determines
the type of computation in which participants will engage.

This prediction has two major consequences. First, changing a signal even slightly may induce a change in computation. Second, if segmentation and generalizations arise from different modes of computation, then the critical factor determining the selection of one or the other computation is not the amount of evidence that the listeners have received during familiarization, but rather the manner in which the input stream is packaged.

To test the first consequence, we reasoned as follows. If listeners are exposed to the stream used in experiment 2, with subtle segmentation cues added to it, then they will be relieved of the task of computing probabilities and will be able to capture the generalizations that otherwise eluded them. In experiment 3, our aim was to introduce cues to segmentation in the signal without making the participants aware of them. To this end, we introduced subliminal gaps of 25-ms duration (22) after each word in the familiarization stream, leaving the stream otherwise identical to the one used in the previous experiments. We predict that although the stream used in experiments 1 and 2 triggers statistical computations, the stream in experiment 3 will prompt participants to respond to its structure. After participants (n = 14) were familiarized with the new stream, they were tested with the same pairs of items used in experiment 2. Figure 1C illustrates that participants judged that the rule word was more likely to be a word of the imaginary language than the part word, even though the rule word had a novel surface form compared with the part word. The present result, obtained under conditions subjectively very similar to those of experiment 2, entails that the insertion of minor silent gaps radically alters behavior (23). Even though participants were neither overtly told nor aware that the familiarization stream was segmented, they spontaneously formulated an implicit grammatical-like generalization that corresponds to the structure of the represented items. Indeed, even though participants had never heard items like [pubekj] or [pugaki] they were persuaded that these were in the familiarization stream, whereas part words like [likita] or [itadube], which they did hear in the stream, were not. This seems to be due to the fact that the selected items are compatible with a generalization of the kind “If there is a [pa] now, then there will be a [ki] after an intervening X.” Our interpretation meshes well with previous research on artificial language learning, showing that adults can acquire certain syntactic structures if the input includes explicit bracketing cues (24–26).

Because transitional probability computations do not account for the participants’ choices in experiment 3 (27), we propose that different computations, possibly of an algebraic or rule-governed nature (20, 21, 28), are responsible for the observed behavior.

To test the second consequence of our prediction, we reasoned that if the crucial factor determining whether participants perform a statistical or a grammatical-like computation is the type of signal they are processing, then we should expect to observe two facts. Even substantially prolonging the familiarization used in experiment 1 should not give rise to generalizations, because this kind of signal does not generate that type of computation. On the contrary, even reducing dramatically the familiarization used in experiment 3 should leave the listener’s ability to establish the underlying generalization intact, because that kind of signal triggers a computation which makes hypotheses about the structure in a nonstatistical fashion. To assess whether both phenomena can be observed, we ran experiments 4 and 5.

In experiment 4, we posited that if participants in experiment 2 had failed to extract the relevant generalization because of the lack of time to consolidate the statistical computations, then a significant increase of exposure to the familiarization stream ought to help them reach the generalization. However, if their failure in experiment 2 is related to the type of computation performed rather than to the amount of exposure, then this modification should have the opposite effect: It would consolidate memory traces in the stream and would inhibit the projection of the generalization. To test which of the two hypotheses is correct, we familiarized a new group of participants (n = 14) with the same stream used in experiments 1 and 2 but tripled their exposure to 30 min. After familiarization, participants were tested with the same rule words and part words used in experiments 2 and 3. This time participants selected the part words over the rule words significantly more often (Fig. 1D), suggesting not only that they failed to notice that rule words can be described with an appropriate generalization but also that their memory representations for the items that actually appeared in the stream had a tendency to improve. That is, a greater exposure to the stream appears to solidify memory traces rather than yield information about its structure. Thus, participants are sensitive to the statistical contingencies contained in the stream. However, these statistical computations do not give rise to grammatical-like generalizations, despite the big increase in exposure. This shows that making the underlying structure of a stream emerge is not just a matter of strengthening the representation of its items. The result also shows that the mere existence of a represented corpus may be necessary but not sufficient to trigger grammatical-like computations.

What, then, triggers computations that lead to the projection of structural regularities? If this process is not statistical but more like an unconscious projection of conjectures from examples, then amount of exposure should not be the most critical factor. In experiment 5, we presented a new group of participants (n = 14) with the same stream used in experiment 3, but we reduced exposure by a factor of five, thus allowing only 2 min of familiarization. Because the gaps contained in the stream may help participants (who remained unaware of them) to segment without computing transitional probabilities, a minimal familiarization with such a stream might induce generalizations almost immediately. To assess this, at the end of the 2 min of familiarization we tested participants with the same pairs of rule words and part words as in experiment 3. The results are presented in Fig. 1E. They indicate that two min of exposure suffice for grammatical-like generalizations to be computed, suggesting that generalizations arise very rapidly when subliminal signals to segmentation are available. Indeed, participants’ performance is comparable to that obtained with exposure to a longer familiarization in experiment 3 (29).

It is important to note that experiments 4 and 5 are symmetrical. Though in experiment 4 we showed that no generalization arises even after a very long familiarization period with a continuous stream, in experiment 5 we showed that a very short exposure to a stream containing subtle cues to segmentation suffices to capture the underlying regularity. Thus, we propose that two different behaviors arise from entirely different computational processes that may be triggered by subtle differences in the signal: one is biased toward the discovery of its statistical patterns, and the other is oriented toward the discovery of its structure. Silent gaps in the stream appear to cause the listener to switch from one computational mode to the other; yet, we do not claim that only these specific cues can bring about this change. Rather, we predict that the role of silent gaps is to make the stream slightly more similar to natural language. Speech is by nature discontinuous. A system looking for structure in speech is naturally attuned to a signal modulated by rhythm and intonation (26, 30); our silent gaps may be the last resort that this system exploits to make a stream more “natural” (31).

The discovery that adults and infants can perform powerful statistical computations over a continuous corpus has stirred an intense debate. Some have suggested that, considering the mind’s statistical dexterity, learning based on frequency and distributions may be rich enough to explain the emergence of linguistic abilities (32). Our results suggest that even though learners can compute powerful statistical relations, they do not appear to use this ability to extract simple structural generalizations. The ability to use statistical information for processing an unknown language stream seems to be confined to the individuation of segments. The discovery of
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4. To make sure that the 25-ms pauses remained at threshold level, we ran a control experiment. Participants (14) were asked to judge two sequences of synthetic speech drawn from the familiarization used in experiments 1 and 2 of them, while participants were told that they would have to listen to two sequences of synthetic speech, and they were informed that they would have to answer questions about these speech streams at the end of the presentation. The first question was whether they had heard the same or a different speech stream. All participants responded negatively. Next, all participants were informed that only one of the sequences had gaps and were asked to identify which of the two sequences contained transitional pauses in the continuous stream. Therefore, the 25-ms pauses were not processed at all level, but because they computed probabilities over syllables, pitch, and absence of pauses in the stream and the test items. Thus participants may have analyzed the rule words in the test as having the structure A1X*C1 and the part words as having the structure #X2A0A3B (where # if no pause and @ if the absence of a pause). In this pair, transitional probabilities between adjacent elements would favor rule words over part words and no sensitivity to the structure of the rule words would be needed to prefer rule words. This hypothesis has not been confirmed in a control experiment. Though in experiment 3 the test items do not contain pauses, in this control experiment we tested participants with rule words with structure #A1X*C1 to part words with structure #X2A0A3B. In this case, the presence of the pause in the part words makes the transitional probability of the part word higher than that of the rule word. Therefore, if pauses counted as separate events in the computation, participants should favor the part words over the rule words. Nevertheless, this was not the case. Therefore, participants still preferred rule words to part words (61.5%, t(13) = 2.8, P < 0.015).